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 Themenübersicht

 Definition

 Einsatzgebiete

 Selber ausprobieren

 Verfahren

Statische Verfahren

Lernende Verfahren



 Definition (automatische) Klassifikation

= Zuordnung von Dokumenten zu bereits vorher festgelegten 
Klassen

Zielsetzung:

Dem Nutzer Informationen über inhaltlich ähnliche Dokumente 
geben 
Hierarchisches Browsing in der Ergebnismenge ermöglichen



 Einsatzgebiete für automatische Klassifikation

Industrie: Verwaltung von 
Ersatzteilen

Bibliothekskataloge zur 
Verbesserung der 
Navigierbarkeit von 
Trefferlisten

Pressearchive, Pressedatenbanken – WISO; GENIOS

Viele Softwareanbieter für: 
Enterprise Content 
Management
Dokumentenmanagement

Social Network 

Monitoring  radian6

http://www.youtube.com/watch?v=QTqGSLjeqWM
http://www.simus-systems.com/index6e8c.html?id=95&L=0
http://www.base-search.net/Browse/Dewey
http://www.wiso-net.de/webcgi?WID=10922-2770032-01126_3
http://www.lingua-systems.de/text-classifier/textweiser-library/


 Zwei Verfahren

1. Statische Verfahren:  Einfacher Merkmalsabgleich zwischen 
Klassifikationssystem (Terme in der Klassenbenennung und in den 
Benennungen der Unterklasse) und Dokument. Diese Verfahren 
basieren auf dem Vergleich von Vektoren. 

2. Dynamische Verfahren: ‚Lernende Verfahren‘ der automatischen 
Klassifikation anhand von Trainingsdokumenten

üblich ist eine Kombination beider Verfahren



 Beispiel:  Spamerkennung

Mail a

Sehr geehrte Frau Spree, 

Hiermit reiche ich Ihnen meine Hausarbeit über das Referat 
zu wissenschaftlichen Erkenntnissen zur Wirkungsweise 
von Viagra nach. 

Mail b

Hi,

Today we announce the selling of our new Viagra pills that 
allow you to enjoy Sex again. Order now

Wie kann ein Programm diese Mails automatisch in den 
Spamordner einsortieren?



 Anwendungsbeispiel:  Spamerkennung - Merkmalsbestimmung

Klasse/

Attribut

SPAM Kein Spam

Viagra Sehr geehrte

Sex Hochachtungsvoll

selling wissenschaftlich

buy Hausarbeit

pills Referat

Mail a

Sehr geehrte Frau Spree, 

Hiermit reiche ich Ihnen meine 
Hausarbeit über das Referat zu 
wissenschaftlichen 
Erkenntnissen zur Wirkungsweise 
von Viagra nach. 

Mail b

Hi,

Today we announce the selling 
of our new Viagra pills that 
allow you to enjoy Sex again. 



 Ähnlichkeitsabgleich der Hinweisterme für Spam mit den Mails

Mail a ist :

=  20% (1/5)  Spam

= 80% (4/5) kein Spam

 Einordnung kein Spam

Mail b:

= 0% (0) kein Spam

= 80% (4/5)  Spam

Einordnung Spam

SPAM a b Kein SPAM a b

Viagra 1 1 1 Sehr geehrte 1 1 0

sex 1 0 1 Hochachtungsvoll 1 0 0

selling 1 0 1 wissenschaftliche 1 1 0

buy 1 0 0 Hausarbeit 1 1 0

pills 1 0 1 Referat 1 1 0

Skalarprodukt: 
Klasse/Mail

1 4 4 0



 1) Statistische Verfahren : Praktische Nutzung des Verfahrens?

Einfache Spamfilder funktionieren nach diesem Prinzip, indem sie einfache 
Regeln festlegen nach dem Muster: 

Wenn die Wörter Viagra, Sex, Werbung, Chance, ….vorkommen, dann flagge 
Dokument als Spam



 Beispiel Mediamonintoring NewsBrief

Screenshot: http://emm.newsbrief.eu/NewsBrief/countryedition/en/DE.html

http://emm.newsbrief.eu/NewsBrief/countryedition/en/DE.html


 Und jetzt Sie …. (Le 10, Step 2) 

Probieren Sie die Mediamonitoring-Anwendungen der Europäischen 
Kommission News Brief aus: 

http://emm.newsbrief.eu/NewsBrief/countryedition/en/DE.html

1) Was sind die wichtigsten News Stories in Deutschland?

2) Was sind die wichtigsten News Stories in Großbritannien? Sie müssen die URL 
wechseln (http://emm.newsbrief.eu/NewsBrief/countryedition/en/GB.html)

3) Stellen Sie Vermutungen darüber an, wie NewsBrief die Top Stories ermittelt.

4) In der linken Spalte (facettierte Anzeige) können Sie sich Nachrichten zu bestimmten 
Kategorien anzeigen lassen. Schauen Sie sich die Ergebnisse in der Kategorie EU 
Policy Areas  Digital Economy and Society und Kriminalität  an. 

5) Welche Arbeitsschritte sind für eine automatische Zuordnung von Dokumenten zu einer 
Klassifikation wohl nötig?

a. Wie müsste die eine vorhandene Klassifikation wie z. B. IPTC aufbereitet werden, 
damit sie sich für den Einsatz von automatischen Verfahren eignet?

b. Wie müssten die Artikel aufbereitet werden?

c. Welche Schwierigkeiten vermuten Sie bei der automatischen Klassifikation? 
(Belegen Sie Ihre Vermutung am Beispiel)

http://emm.newsbrief.eu/NewsBrief/countryedition/en/DE.html
http://emm.newsbrief.eu/NewsBrief/countryedition/en/GB.html


Steinberger, Ralf;  Bruno Pouliquen & Erik van der Goot: An introduction to the Europe Media 
Monitor family of applications. In: Gey, Frederic; Kando, Noriko; Karlgren, Jussi:  Proceedings of 
the SIGIR 2009 Workshop July 23, 2009 Boston, Massachusetts USA : Information Access in a 
Multilingual World. Boston 2009, S. 1-9. Online: 
https://www.researchgate.net/profile/Erik_Van_der_Goot/publications. Zugriff: 2016-01-05

Clustering

Cluster benennen



Steinberger, Ralf;  Bruno Pouliquen & Erik van der Goot: An introduction to the Europe Media 
Monitor family of applications. In: Gey, Frederic; Kando, Noriko; Karlgren, Jussi:  Proceedings of 
the SIGIR 2009 Workshop July 23, 2009 Boston, Massachusetts USA : Information Access in a 
Multilingual World. Boston 2009, S. 1-9. Online: 
https://www.researchgate.net/profile/Erik_Van_der_Goot/publications. Zugriff: 2016-01-05

Zuordnung zu 
Kategorien/Klassen

Definition der Klassen:

als komplexe 
Suchstrings (reguläre 
Ausdrücke)



Quelle: Eric van der Goot: Europe Media 
Monitor. wapa2010_goot_emms_01.pdf

http://videolectures.net/site/normal_dl/tag=76431/wapa2010_goot_emms_01.pdf


Quelle: Eric van der Goot: Europe 
Media Monitor. 
wapa2010_goot_emms_01.pdf

http://videolectures.net/site/normal_dl/tag=76431/wapa2010_goot_emms_01.pdf


Quelle: Eric van der Goot: Europe 
Media Monitor. 
wapa2010_goot_emms_01.pdf

http://videolectures.net/site/normal_dl/tag=76431/wapa2010_goot_emms_01.pdf


 1) Statistische Verfahren : Praktische Nutzung des Verfahrens?

Lexis-Nexis wendet ein solches Verfahren zur Einordnung von Pressetexten in 
900 Themenklassen an. 

Quelle: Barbara Quint: Lexis-Nexis Smart Indexing Technology. 
http://newsbreaks.infotoday.com/nbreader.asp?ArticleID=17877



 1) Statische Verfahren: Beispiel Dokumentklassifikation Bibliothek

1. Merkmale eine Klassifikation werden festgelegt

• Merkmale können einer Klasse zugeordnete  Wörter sein. 

• In der Universalklassifikation Dewey Decimal Classification (DDC) wird die 
Klasse Informatik durch Benennungen der Unterklassen: Wissen, Buch, 
Systeme, Datenverarbeitung, Computerprogrammierung, Programme, 
Daten, …definiert

2. Das Vor- oder nicht Vorkommen bestimmter Terme im Dokument wird 
mit dem Vorkommen dieser Terme in der Merkmals-Beschreibung der 
Klassen verglichen

3. Dies kann über die Bildung von Skalarprodukten zwischen den 
Dokumentvektoren (bestimmt über die Deskriptoren) und den Vektoren 
der Klassen (bestimmt über die Klassenbeschreibungen) geschehen

Beispiel: Zuordnung von Webdokumenten zu einer Universalklassifikation: 
http://act-dl.base-search.net/textclassifier
Zu klassifizierender Beispieltext: 
http://www.haw-hamburg.de/fakultaeten-und-departments/dmi.html

http://act-dl.base-search.net/textclassifier
http://www.haw-hamburg.de/fakultaeten-und-departments/dmi.html


Quelle: Amanda Wait: 
Throwing out LiveLines. 
http://www.newleafbooks.org.uk/press5.html

… welcher Klasse 
ordnet das 
System wohl 
diesen Text über 
ein Creative-
Writing-Projekt in 
einer 
Gefängnisbiblioth
ek zu?

http://www.newleafbooks.org.uk/press5.html


Sreenshot ADC-CL: DDC-
Classifier Ergebnis

… nicht schlecht …



 2) Dynamische Verfahren :  Optimierung durch Lernen

 Voraussetzung: 

Bestand von Trainingsdokumenten, die intellektuell Klassen

zugeordnet wurden, ist vorhanden
 Vorgehen

 Analyse der Trainingsdokumente
 Ermittlung der Eigenschaften der Dokumente, die bereits einer 

Klasse zugeteilt wurden

Eigenschaften sind z. B. das Vorkommen und Gewicht

bestimmter Indextermini in den Dokumenten
 Berechnung der Wahrscheinlichkeit, dass ein bestimmtes 

Dokument, in dem das Wort x vorkommt, der Klasse y 
zugeordnet wird



 2) Dynamische Verfahren : Erlernen der Klassenzugehörigkeit

Im Trainingsbestand sind 8 Dokumente mit Wort „Viagra “ der Klasse Spam 
zugeteilt. 
Viagra kommt in 10 Emails vor, die kein Spam sind. 

= 8/10 -> 0,8
Die Wahrscheinlichkeit, dass ein Dokument mit „Viagra “ der Klasse Spam 
zugeordnet wird, liegt bei 0,8

--------------------------------------------------------------------------------------------------

Im Trainingsbestand sind 2 Dokumente mit „Kuss“der Klasse Spam zugeteilt.
„Kuss“ kommt in 50 Dokumenten vor, die kein Spam sind. 

=2/50 ->0,04
Die Wahrscheinlichkeit, dass ein Dokument mit „Kuss “ der Klasse Spam 
zugeteilt wird, liegt nur bei 0,04

Formel Naiver Bayes Algorithmus: 

Anzahl der Dokumente mit Wort x im Trainingsbestand, die Klasse y zugeteilt sind 
Anzahl der Dokumente mit Wort x, die nicht y zugeteilt sind



 Beispiele für Kategorisierungssoftware

Radian6 – Posts in sozialen Netzwerken kategorisieren

http://www.youtube.com/watch?v=QTqGSLjeqWM. Abruf: 2013-05-12

Textweiser

http://www.lingua-systems.de/text-classifier/textweiser-library/video-demo.html
. Abruf: 2013-05-12

http://www.youtube.com/watch?v=QTqGSLjeqWM
http://www.lingua-systems.de/text-classifier/textweiser-library/video-demo.html


 Visualisierung lernende Verfahren automatische Klassifikation

Ablauf: Textweiser 
http://www.lingua-systems.de/text-classifier/textweiser-library/workflow.html

http://www.lingua-systems.de/text-classifier/textweiser-library/workflow.html
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